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Keyphrase Extraction

● “The automatic selection of important, topical phrases from within the body 
of a Document”; “A keyphrase list [is defined] as a short list of phrases 
(typically five to fifteen noun phrases) that capture the main topics discussed 
in a given document.” (Turney)

● The task of identifying phrases that “provide semantic metadata that 
summarize and characterize documents.” (Witten et al.)

● “the task of a keyword extraction application is to automatically identify in a 
text a set of terms that best describe the document.” (Mihalcea and Tarau)

Applications: automatic tagging, recommender systems, community analysis, 
social network analysis, … 
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Example

Do it yourself:

http://ailab.uniud.it/distiller 

http://ailab.uniud.it/distiller


Before the Distiller

Roots in recommender systems

● Pudota et al., 2010: DIKpE system
○ Unsupervised Keyphrase Extraction
○ KPs as input for PIRATES recommender system

● De Nart et al. 2011-2014: applications
○ User modelling, community modelling, etc

● Degl'Innocenti, 2014: Multilinguality
○ System able to extract KPs in Italian and English
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Example: KPs for community analysis

Evolutions of the topics of the IRCDL conference, 2005-2014 (De Nart et al., 2014)
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The Distiller Framework
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Distiller

Starting from our experience, we built Distiller as a tool with a

● Customizable pipeline
● Shared components
● Multilanguage support

Bonus:

● You don’t have to reinvent the wheel: a set of “basic” 
components is already available

● You don't need to recompile everything to customize your 
pipeline (XML configuration files)
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Architecture

Simple concepts:

1. Blackboard: holds the document and the 
annotations

2. Document: structured as a tree
3. Annotations: everything that can be said about 

the document or one of its components
4. Annotators: the actual “business logic”
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Architecture
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Architecture

Annotators are the core of the Distiller framework. 
They:

● Write Annotations on the Blackboard and on 
(parts of) the document

● read annotations produced by other annotators
● implement the actual algorithms (e.g. KE, NER…)
● wrap 3rd party libraries (e.g. Stanford CoreNLP)
● communicate with online 3rd party services (e.g. 

TagMe)
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Applications
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Linguistic-based AKE

We enhanced AKE by means of anaphora resolution

● Idea 1: if a concept is referenced many times in a document, it may be 
important
○ E.g. John Doe is a businessman. → businessman refers to John Doe

● Idea 2: substitute pronouns
○ E.g. John Doe is a businessman. He is the CEO of ACME Corporation. 

→ He refers to John Doe. → replace
○ John Doe is a businessman. John Doe is the CEO of ACME Corporation. 

→ now we know that both businessman and CEO refer to John

Basaldella, Chiaradia and Tasso (2016)
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Multilingual AKE

We developed a multilingual AKE pipeline that works in five languages

● English 
● Italian
● Arabic
● Portuguese
● Romanian

We demonstrated that we don't need training data for every language to extract 
KPs efficiently (Basaldella et al., 2017)

Datasets used: 

● SEMEVAL 2010 for English
● We collected a dataset for Arabic (http://github.com/ailab-uniud/akec) (Helmy 

et al., 2016)
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Multilingual AKE
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Biomedical Entity Extraction

We collaborated with the University of Zurich to create a tool for the annotation of 
biomedical papers.

● Integration with previous tools (OntoGene)
● Final tool performs ER of specific categories (diseases, proteins, genes…)
● Goal: annotate documents, find relations, provide support for advanced 

search in corpora (e.g. relation mining)
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Example
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Example
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Biomedical Entity Extraction

● State of the art results on a well-known biomedical scientific corpus
● Needs further work (better disambiguation, speed…)
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Conclusions
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Future work

1. Build a state-of-the-art KE pipeline using the knowledge 
we gained during these years

2. Integrate Deep Learning tools (see next talk)
3. Use Distiller in "real world" scenarios (e.g. UZH 

collaboration, other projects)
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Distiller

● Try it online: http://ailab.uniud.it/distiller (not the last 
version though)

● Download it: https://github.com/ailab-uniud/distiller-CORE 
● REST endpoint: http://api.ailab.uniud.it (contact us)

Bottom line: the decision of adopting a modular design 
allowed us to work on very diverse projects
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Thank you!

http://ailab.uniud.it/distiller 

https://github.com/ailab-uni
ud/distiller-CORE 

http://api.ailab.uniud.it 
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