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Keyphrase Extraction

e “The automatic selection of important, topical phrases from within the body
of a Document”; “A keyphrase list [is defined] as a short list of phrases
(typically five to fifteen noun phrases) that capture the main topics discussed
in a given document.” (Turney)

e The task of identifying phrases that “provide semantic metadata that
summarize and characterize documents.” (Witten et al.)

e ‘“the task of a keyword extraction application is to automatically identify in a

text a set of terms that best describe the document.” (Mihalcea and Tarau)

Applications: automatic tagging, recommender systems, community analysis,
social network analysis, ...



Example

Text

Do it yourself:

http://ailab.uniud.it/distiller

Since 2005, the Italian Research Conference on Digital Libraries has served as an
important national forum focused on digital libraries and associated technical, practical,
and social issues. IRCDL encompasses the many meanings of the term "digital libraries”,

including new forms of information institutions; operational information systems with all
manner of digital content; new means of selecting, collecting, organizing, and
distributing digital content; and theoretical models of information media, including
document genres and electronic publishing. Digital libraries may be viewed as a new
form of information institution or as an extension of the services libraries currently
provide. Representatives from academe, government, industry, and others are invited to
participate in this annual conference. The conference draws from a broad and
multidisciplinary array of research areas including computer science, information
science, librarianship, archival science and practice, museum studies and practice,
technology, social sciences, and humanities.
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http://ailab.uniud.it/distiller

Before the Distiller

Roots in recommender systems

Pudota et al., 2010: DIKpE system

o Unsupervised Keyphrase Extraction
o KPs as input for PIRATES recommender system

De Nart et al. 2011-2014: applications

o User modelling, community modelling, etc

Degl'Innocenti, 2014: Multilinguality

o System able to extract KPs in Italian and English

theory estimation

Statistical
models

_—)

machine N
Alignment

Markov

hidden

theol + "
Y estimation

model

Statistical

maching Alignment

reverse
Markov

sequence chain



Example: KPs for community analysis

Evolutions of the topics of the IRCDL conference, 2005-2014 (De Nart et al., 2014)
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The Distiller Framework



Distiller

Starting from our experience, we built Distiller as a tool with a

e Customizable pipeline
e Shared components
e Multilanguage support

Bonus:

e You don't have to reinvent the wheel: a set of “basic”
components is already available

e You don't need to recompile everything to customize your
pipeline (XML configuration files)



Architecture

Simple concepts:

1.

Blackboard: holds the document and the
annotations

Document: structured as a tree

Annotations: everything that can be said about
the document or one of its components
Annotators: the actual “business logic”
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Architecture

Blackboard
— Annotator
N
Annotator
N

Annotations

Concepts, keyphrases, linked entities... —
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Architecture

Annotators are the core of the Distiller framework.
They:

Write Annotations on the Blackboard and on
(parts of) the document

read annotations produced by other annotators
implement the actual algorithms (e.g. KE, NER...)
wrap 3rd party libraries (e.g. Stanford CoreNLP)
communicate with online 3rd party services (e.g.
TagMe)
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Applications



Linguistic-based AKE

We enhanced AKE by means of anaphora resolution

e Idea 1:if a concept is referenced many times in a document, it may be
important
o E.g. John Doe is a businessman. — businessman refers to John Doe

e Idea 2: substitute pronouns
o E.g. John Doe is a businessman. He is the CEO of ACME Corporation.
— He refers to John Doe. — replace

o John Doe is a businessman. John Doe is the CEO of ACME Corporation.

— now we know that both businessman and CEO refer to John

Basaldella, Chiaradia and Tasso (2016)
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Multilingual AKE

We developed a multilingual AKE pipeline that works in five languages

English
ltalian
Arabic
Portuguese
Romanian

We demonstrated that we don't need training data for every language to extract
KPs efficiently (Basaldella et al., 2017)

Datasets used:

e SEMEVAL 2010 for English
e We collected a dataset for Arabic (http://github.com/ailab-uniud/akec) (Helmy
et al., 2016)
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http://github.com/ailab-uniud/akec

Multilingual AKE

Text
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Biomedical Entity Extraction

We collaborated with the University of Zurich to create a tool for the annotation of
biomedical papers.

e Integration with previous tools (OntoGene)
e Final tool performs ER of specific categories (diseases, proteins, genes...)
e (oal: annotate documents, find relations, provide support for advanced

search in corpora (e.g. relation mining)
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Example

- [Drug/compTca\{-Rengh-‘[Growth]/ Aheme _=1Pathological formation| Org
e T er— e s — e

T ———

The antiangiogenic agent linomide inhibits the growth rate of von Hippel-Lindau paraganglioma xenografts to mice.

In
(BVdev] [Drug/comp]” " CERIBEE
pTe——— e ——

The aim of this study was to ascertain the potential usefulness of the antiangiogenic compound linomide for treatment of

—Th —
Sl ~"[Pathological formation|

_—_—
von Hippel-Lindau (VHL)-related tumors.

Instrument
Th Th -
T fPlan_proc] \—/— eme

e

Paraganglioma tissue fragments obtalned at surgery from a VHL type 2a patient were transplanted s.c.to male

—Theme

BALB/c nu/nu (nude) mice: (a) 2-3-mm fragments for "prevention” experiments; and (b) 2-3-mm fragments allowed to grow i
“"intervention” studies.

_ ’—Instrument—_-![)ru a/comp -PathF

S —— prm— — ———
Both groups received either 0.5 mg/ml linomide in drinking water or acidified water and were followed until tumor diameter |
or for 4 weeks.

-Regulationf Th PathF
In both the prevention and intervention experiments, a significant diminution of tumor size and weight was observed in the ¢
animals.

Instrument 1
Fame Gsubst) " Dra/comp) BB Cocalization)

In vivo nuclear magnetic resonance analysis of tumor blood flow in Ilnomlde treated animals showed localization of
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Example
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Biomedical Entity Extraction

e State of the art results on a well-known biomedical scientific corpus
e Needs further work (better disambiguation, speed...)

System Precision Recall F1
OGER 0.32 0.52 040
OGER+Distiller NN 0.51 049 0.50
OGER+Distiller CRF 0.49 0.29 037
MMTx 043 040 042
MGrep 048 0.12 0.19
Concept Mapper 048 034 040
clakes Dictionary Lookup 0.51 0.43 047
CTakes Fast Lookup 0.41 0.40 041

NOBLE Coder 0.44 043 043




Conclusions
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Future work

1. Build a state-of-the-art KE pipeline using the knowledge

we gained during these years
2. Integrate Deep Learning tools (see next talk)
3. Use Distiller in "real world" scenarios (e.g. UZH

collaboration, other projects)
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Distiller

e Try it online: http://ailab.uniud.it/distiller (not the last
version though)

e Download it: https://aithub.com/ailab-uniud/distiller-CORE

e REST endpoint: hitp://api.ailab.uniud.it (contact us)

Bottom line: the decision of adopting a modular design
allowed us to work on very diverse projects
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http://ailab.uniud.it/distiller
https://github.com/ailab-uniud/distiller-CORE
http://api.ailab.uniud.it

Thank you!

hitp://ailab.uniud.it/distiller

https://github.com/ailab-uni

ud/distiller-CORE

hitp://api.ailab.uniud.it
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